Detector readiness status report
Alignment and Calibration

Alignment: offline alignment code, alignment-awareness tests, alignment objects and algorithms.

Calibration: offline calibration code, access to OCDB, de-calibration tests, cross-check with requirement tables.
Alberto Colla, Raffaele Grosso – November 21th, 2007

Reference: Detector calibration requirement tables, 

http://aliceinfo.cern.ch/static/Documents/Computing_Board/R.htm
Latest updates: SDD
ACORDE
 ― Alignment ―
· Alignable volumes: NOT OK, to be set

· Alignment objects: NOT OK, to be provided

· Alignment-awareness: NOT OK, cannot be tested
― Calibration ―

· Requirements: no offline calibration required by ACORDE. The only requirement is “Counting rate for each scintillator”, which is declared to be a reference parameter.

· OCDB: empty

· De-calibration tests: nothing to be done
· SHUTTLE Preprocessor: missing
____________________________

EMCAL

 ― Alignment ―
· Alignable volumes: OK
· Alignment objects: OK
· Alignment-awareness: OK for simulation, NOT OK for reconstruction
· Local tracking-to-local matrices: NOT OK, to be set 
― Calibration ―

· OCDB contains:  

· EMCAL/Calib/Data: array of pedestals and ADC conversion factors

· De-calibration tests: done with success (ok)
· Requirements (besides the parameters already in OCDB):

· pedestal/sigma/ADC-to-Energy arrays for high and low gain: missing (see comment)
· time walk corrections: missing
· dead/hot channel maps: missing
· DCS-related data (HVs, temperatures): missing
· SHUTTLE Preprocessor: 

· Under test in the SHUTTLE test setup (ok)
· Performs analysis and storage of relative calibration coefficient
· Comment on Pedestals:

· Pedestal will be removed from calibration requirements if they are subtracted online
____________________________

FMD
 ― Alignment ―
· Alignable volumes: OK
· Alignment objects: OK
· Alignment-awareness: OK for simulation and reconstruction
― Calibration ―

· OCDB contains:

· Dead maps

· Pedestals

· PulseGain

· SampleRate (Hardware setting parameter: ADC oversampling rate)

· ZeroSuppression (Hardware setting parameter: zero suppression flag)

· StripRange (Hardware setting parameter: number of strips multiplexed in one ADC)

· AltroMap (Hardware setting parameter: map from hardware address to “detector coordinates”)

· De-calibration tests: 
·  Dead maps, pedestals, pulse gain factors: successfully tested (ok) 
· Hardware setting parameters: reconstruction job stops as it should, when it attempts to reconstruct raw data created with different settings (ok)
· Requirements (besides the parameters already in OCDB):

· All required parameters are already taken into account. According to FMD expert “Temperatures” maps (cfr reference) will likely disappear from the table. 
· running conditions: info needed
· SHUTTLE preprocessor: Under test in the SHUTTLE test setup (ok) 
· Processes and stores data from pedestal and gain standalone calibration runs

· Missing: “info” DA – Will take configuration data from DCS (SampleRate, StripRange, ZeroSuppression)
· DA: Currently a standalone package processing Pedestals and Gains exists and works in DAQ, but it does not use AliRoot
· Furthermore, it looks like it needs to access OCDB from the DAQ (to get the Dead Channel Map - DCM)! 
____________________________

HMPID
 ― Alignment ―
· Alignable volumes: OK
· Alignment objects: OK
· Alignment-awareness: OK for simulation and reconstruction

· Tracking-local-to-local matrices: OK
· Alignment algorithms: NOT OK, in progress

― Calibration ―

· OCDB contains:

· DaqSig: matrices with channel’s pedestal and width, to be (possibly) used in reconstruction to re-apply sigma cut (pedestal subtraction is already done online), at second pass reconstruction
· Dead and hot channels are marked here with special flags
· Nmean: Function describing the time dependence of mean C6F14 refractive index

· Calculated during data acquisition from monitored T
· Qthre: threshold for “mip cut” (to distinguish between Cherenkov photons and mip)

· De-calibration tests: 
· DaqSig: 
· implementation in reconstruction code ready but cannot be tested due to missing dependencies (UserCut: flag to be put in OCDB which indicates if sigma cut must be applied)
· Nmean: 
· Used in reconstruction only. Refractive index affects simulation at level of particle transport, therefore it is not possible to decalibrate this parameter during simulation, with the current CDB framework. 
· NMean decalibration effect on reconstructed data observed (ok)
· Qthre: missing
· Requirements (besides the parameters already in OCDB):

· Parameters for gain calculation (HV, CH4 pressure and temperature – from DCS monitoring, CsI-photocatode Quantum Efficiency – from DCDB): missing
· DCDB to OCDB parameters (SiO2, CsI QE values): they will be stored directly in OCDB. Format and data size is still unknown (to be confirmed)
· Other DCS to OCDB parameters (C6F14, CH4 transmission): data points are retrieved, analysis in preprocessor and in offline code missing
· SHUTTLE preprocessor: 

· Under test in the SHUTTLE test setup (ok) 
· Performs analysis and storage of monitored DCS DPs and pedestal files
· Gain factor and Qthre calculation: missing
____________________________

MUON (Tracker + Trigger)
 ― Alignment ―
· Alignable volumes: OK
· Alignment objects: OK
· Alignment-awareness: OK for simulation and reconstruction

· Alignment algorithms: OK, written and tested

― Calibration ―

· OCDB contains:

· Tracker parameters:

· HV (for dead channel masking)

· Pedestals
· Gains
· Neighbours (maps for fast access to neighbour channels)
· Capacitances 
· Mapping
· DDLStore
· Trigger parameters:

· LocalTriggerMasks
· RegionalTriggerMasks
· GlobalTriggerMasks
· TriggerLut
· TriggerEfficiency
· De-calibration tests: 

· Tracker’s Pedestals and Gains: Tested successfully (ok)
· HV: 
· analysis for dead channel finding is still at primitive stage

· Used in reconstruction only 

· effect on data not observed (failed)
· Neighbours: used in reconstruction only, not tested
· Trigger parameters: used in reconstruction only, not tested
· Capacitances:  not yet used
· Requirements (besides the parameters already in OCDB):

· FEE parameters from industry (from DCDB): capacitances (and injection gain) of all 1M channels.

· We're currently building the ASCII files with those (measured) informations, and then we'll put the results in the OCDB.
· SHUTTLE preprocessor: 

· MUON tracker: under test in the SHUTTLE test setup (ok)
· Performs analysis and storage of DCS data (HV), pedestals, gains and GMS (alignment)
· MUON trigger: under test in the SHUTTLE test setup (ok)
· Handles the trigger masks and the trigger LUT
____________________________

PHOS (Emc + Cpv)
 ― Alignment ―
· Alignable volumes: OK, recently updated to include strips

· Alignment objects: OK, provided also for the strips

· Alignment-awareness: OK for simulation and  reconstruction
· Tracking-local-to-local matrices: OK
· Alignment algorithms: NOT OK, to be provided

― Calibration ―

· OCDB contains:

· EmcGainPedestals, gain and pedestals for EMC

· CpvGainPedestals, gain and pedestals for CPV
· De-calibration tests: 

· Done with success (ok) on energy calibration coeffs
· Requirements:

· Dead channel maps: not yet implemented (work in progress)
· Energy calibration for low and high gains: missing
· EMC and CPV monitored DCS data (HV, temperatures, status of gas mixtures): missing
· Pedestals: missing (see comment)
· SHUTTLE preprocessor: 

· EMC preprocessor: under test in SHUTTLE test setup (ok)
· Performs analysis and storage of gains and dead channels
· Analysis of DCS DPs: missing
· CPV preprocessor: MISSING
· Comments:
· Pedestal will be removed from calibration requirements if they are subtracted online

· The settings datapoints which are currently queried to Amanda are not actually archived! Therefore a new transfer method must be implemented: the settings must be stored into a file (and sent to FXS) while they are loaded into the FEE.

· More comments (minutes of the November 09 PHOS data processing meeting):

· Raw data in old RCU format creates corrupted data in zero-suppression mode. New RCU format which is expected to create correct zero-suppressed data, will be ready in December 2007 for TPC. Not clear yet, when new RCU format will be available for PHOS, that is why we cannot rely PHOS planning on the RCU firmware upgrade.


· HLT should always provide compressed raw data, not only hESD. This compressed raw data can be either raw samples (AliPHOSHLTDigit) with software zero suppression, or fitting parameters (A,t0) when the fitting procedure is proved.


· Detector algorithms: DAQ and HLT DA's should be based on physically the same code, embedded into different environments (HLT or DAQ). Per Thomas, Oystein, Yuri, Boris should think about the proper design of the algorithms which provides a portability. The algorithms should be embedded and tested in HLT DA first, and them ported to DAQ DA. However, the possibility to have the same code for both DAs is under a question, due to different possibilities of DAQ and HLT for data processing.


· DAQ DA should be tested during PHOS commissioning.


· Output files of HLT DA which are created in cosmic tests in the PHOS lab should be transferred (manually) to HLT FXS to test the HLT shuttle. Storing the calibration objects calculated by HLT DA and preprocessor seems to be a responsibility of offline.

· Offline analysis of cosmic data demonstrates different types of bad channels. The origin of these bad channels should be understood, and the channels should be cured if possible. Cosmic data taken in August and October show significant difference in calibration parameters and time resolution. The time resolution obtained so far in the current cosmic test, is much worse than the one obtained in 2006. That is why it is too early to judge about oversampling: reduction of the sampling rate and number of samples will not worsen time rsolution which is already too bad. Analysis of the whole available statistics in needed for solid arguments.

____________________________

PMD
 ― Alignment ―
· Alignable volumes: OK
· Alignment objects: OK
· Alignment-awareness: OK for simulation, NOT OK for reconstruction
― Calibration ―

· OCDB contains:

· PMD/Calib/Gain: arrays of channel gain equalization factors 
· PMD/Calib/Ped: arrays of channel pedestals
· De-calibration tests: Done with success on both pedestals and gain factors (ok).
· Requirements (besides the parameters already in OCDB):

· All required parameters are already taken into account.
· SHUTTLE preprocessor: 

· In cvs, under test in the SHUTTLE test setup.
· Performs analysis and storage of gain equalization factors and pedestals (ok).
· Work ongoing
· Offline calibration using isolated cell information

____________________________

ITS – Alignment (common)
· Alignable volumes: OK
· Alignment objects: OK
· Alignment-awareness: NOT OK for simulation, OK for reconstruction. Validation tool needed.
· Local tracking-to-local matrices: OK
· Alignment algorithms: in progress
ITS SPD

― Calibration ―

· OCDB contains:

· ITS/Calib/CalibSPD: contains maps of dead and noisy pixels
· De-calibration tests: 

· Dead pixels applied in simulation only 
· Treatment of bad pixels in reconstruction not done - under discussion

· Requirements:

· Dead and noisy pixels are the only parameters to be accessed by offline; other parameters in the requirement tables are reference parameters.
· SHUTTLE preprocessor: 

· In cvs, under test in the SHUTTLE test setup.
· Performs analysis and storage of noisy pixels and of ref data.
· Work ongoing

· “SHUTTLE-like” transport of calibration data from DAQ to DCS, and load into FEE

· Offline finding of dead and noisy pixels (to be performed during first pass reco)
____________________________

ITS SDD

― Calibration ―

· OCDB contains:

· ITS/Calib/CalibSDD, which contains:
· Array of dead/noisy channel maps

· Baseline maps

· Noise maps

· Gains
· Injector (Vdrift correction) maps
· Injector is updated every run; the other parameters are updated at every fill (will be splitted)
· ITS/Calib/MapsAnodeSDD

· Doping fluctuations and drift field maps (corrections for anode coordinate)
· Static object: it is never updated
· ITS/Calib/MapsTimeSDD

· Doping fluctuations and drift field maps (corrections for drift coordinate)
· Static object: it is never updated
· De-calibration tests: 

· Bad channel maps: Code ready but dead channel maps are not used (not OK)
· gain maps used at their place to simulate dead channels 
· They should be implemented to increase time efficiency of bad channel finding algorihm
· Baseline maps: done with success (ok)
· Noise: 
· Used in simulation to add a Gaussian decalibration factor to the digits 
· Used in reconstruction to define threshold for noise cut

· Effect on data has been checked and verified (OK)
· Gains: 
· Implemented in simulation and reconstruction. Gain maps are used to equalize channel response (to be tested) and to mask bad channels (OK). 
· Dopant fluctuation maps: 
· Used in reconstruction only (decalibration chain incomplete). 
· Used to “smear” reconstructed data and give realistic residual decalibration. 
· Effect on data has been checked and verified.
· Vdrift correction maps:  Code used in simulation and reconstruction (to be tested).
· Requirements (besides the parameters already in OCDB):

· Pedestals: Apparent duplication between pedestals and baselines. One parameter only is used in reconstruction, the second can be stored as reference (especially during the first month of data acquisition).
· Low and high Thresholds for CARLOS, 10→8 bit compression, ADC readout clock, analogue memory sampling frequency, detector polarizing voltage: REFERENCE parameters
· Time offset: Now in ResponseSDD (OK)
· SHUTTLE preprocessor: in cvs, under test in the SHUTTLE test setup.
· Performs analysis and storage of: 
· baselines 
· noise 
· gain

· bad channels
· injector data (Vdrift correction maps)
· Few things still to be done (distinguish among various run types).

· Note on DA:

· The baselines and gains are calculated by two different DA and in two different run types. The baseline DA (ITSSDDBASda) calculates baselines and noises in special pedestal runs without zero suppression and stores them in a local file, without sending anything to the FXS. The gain DA (ITSSDDGAINda) runs on dedicated pulser trigger runs. It reads the baselines and noises from the local file, computes the gains and stores everything in the file that is copied to FXS. Thus only the GAIN da produces files for the SHUTTLE!

· The Injector da (ITSSDDINJda) fits the injector data versus time and stores the fit parameters, which are then shipped to the SHUTTLE.
· NOTE: currently pending tasks (in order of “cruciality”)

· Vdrift correction

· In preprocessor and in OCDB: Split Vdrift correction maps from the parameters calculated in dedicated runs (baselines, gains, noise)
· Channel equalization 
· Implement gain maps to perform energy equalization for PID (w.r.t. SSD)
· Need cosmic data!
____________________________

ITS SSD

― Calibration ―

· OCDB contains:

· BadChannelSSD: Array of dead/noisy channel maps
· GainSSD: gain maps
· NoiseSSD: noise maps
· De-calibration tests: 

· Noise maps: used in simulation to add a Gaussian decalibration factor to the digits. 
· Decalibration test failed. Noise maps are not called in reconstruction! Implementation of noise reading in the cluster finder is to be done.

· Gains: Used in simulation and reconstruction to equalize channels.
· Test done with success (OK). 

· Gains are currently used also to simulate bad channels (in simulation only). Effect on data checked and verified (OK). 
· Bad channel maps: not used in reconstruction (used in simulation). They should be implemented to increase time efficiency of bad channel finding algorihms.

· Requirements:

· Nothing besides parameters already in OCDB. 

· Thresholds will be stored as reference data
· Maps of dead-bad strips will be calculated before data acquisition and stored directly into OCDB.

· New requirement: Storage of DCS DPs to Reference (missing) 
· SHUTTLE preprocessor: OK, under test in the SHUTTLE setup.
· analyzes and stores noise maps (but not yet used in reco)
· Same run (pedestal) produces bad channel maps (not yet implemented)
· Discussion ongoing for gains (not sure if gain calculation may be done online)
· Reference parameters: Pedestals, common mode noise from pedestal runs (not yet implemented)
____________________________

TOF
 ― Alignment ―
· Alignable volumes: OK
· Alignment objects: OK, updated to take into account changes in the geometry while maintaining compatibility with previous objects

· Alignment-awareness: OK for simulation and reconstruction

· Alignment algorithms: NOT OK
· Local tracking-to-local matrices: OK
― Calibration ―

· OCDB contains:

· ParOnline - Arrays of rough time equalization among channels 
· ParOffline - Slewing correction params (second-order calibration)

· De-calibration tests: OK
· Requirements (besides the parameters already in OCDB):
· Dead and noisy channel maps (DCS FXS) missing
· HV, LV, FEE thresholds and temperatures, cavern T and P: declared as “accessible by offline” but they are reference parameters. Requirement tables have been corrected and TOF preprocessor too. (StoreReference instead of Store)
· SHUTTLE preprocessor: 

· Under test in the SHUTTLE full test setup (ok)
· Performs analysis of DCS DPs and of rough time equalization
· Work ongoing
· Offline calibration from ESD

· Requires collection of data over many runs

· Strategy must be defined together with the Offline group as soon as possible

____________________________

TPC

 ― Alignment ―
· Alignable volumes: OK
· Alignment objects: OK
· Alignment-awareness: OK for simulation and reconstruction

· Alignment algorithms: in good progress

· Tracking-local-to-local matrices: OK
― Calibration ―

· OCDB contains:

· PadGainFactor
· Implemented both in simulation and in reconstruction (OK)
· PadNoise

· Not implemented in simulation (not ok)
· PadPRF

· Not implemented in simulation nor in reconstruction (not ok). According to Marian this parameter will be taken out of OCDB.
· PadTime0

· Not implemented in simulation nor in reconstruction (not ok)

· Parameters

· Reconstruction parameters
· Pedestals

· Not used in simulation (not ok)
· Temperature

· Not implemented in simulation nor in reconstruction. However, temperature and pressure should be treated as reference parameters only. The Vdrift corrections should be computed out of temperature, pressure and gas composition in the preprocessor.
· De-calibration tests: 

· Not yet done

· Requirements: 

· Vdrift

· Drift velocity corrections may be calculated in three ways:

· Laser calibration (most advisable). Laser pulse triggers are generated during physics data taking. The preprocessor should be able to calculate local Vdrift corrections as a funtion of time out of laser tracks. 

· Analysis of temperature, pressure and gas composition. This method should be followed only if laser calibration does not work. Preprocessor must collect temperature and pressure data from DCS (already done), gas composition (from gas chromatography? Stored in DCS archive too?) and calculate Vdrift trend. Temperature and pressure should then be treated as reference parameters only, but Marian asks to put them in OCDB anyway (data size should be small)

· Tracks crossing the sector's central membrane. This is an offline calibration or it should be performed in HLT, if possible.

· In any case, the crucial point is the TPC preprocessor implementation: it is in the preprocessor that the Vdrift corrections will be calculated with one (or more) of these algorithms. The preprocessor produces the final Vdrift maps (vs time) and store it in the OCDB. The offline code will get Vdrift corrections directly from OCDB and apply it to the data.
· Concerning the time dependence of Vdrift: Marian believes that the pad-by-pad corrections will be stable versus time. This means that the "usual" containers for stable TPC pad parameters (AliTPCCalPad) can be used. Time dependence affects the full sector and can be parameterized with a single function (to be put in OCDB).

· TPC experts should also think to implement the decalibration of simulated data using the Vdrift correction maps in OCDB, in order to test the calibration procedure. This possibility will be discussed and reported at the Offline week.

· Time0

· Time0 corrections will be obtained with pulser runs and are believed to be stable in time.
· Pad gain factors

· pad-by-pad gain factors (stable) will be calculated in pulser runs. Like for drift velocity, time dependence affects the whole chamber and can be parameterized with a single function. Time dependence will be calculated from cosmic or physics tracks (in HLT).

· Marian agreed with Federico to set at end of July the deadline to implement the access and usage of OCDB parameters in the offline code.

· SHUTTLE preprocessor: 

·  In cvs, under test in the SHUTTLE test setup.

· Performs analysis and storage of DCS DPs (temperature, pressure, HV)
· DA part: pedestals
____________________________

TRD
 ― Alignment ―
· Alignable volumes: OK
· Alignment objects: OK
· Alignment-awareness: OK for simulation and reconstruction
· Alignment algorithms: in progress 

· Tracking-local-to-local matrices: OK
― Calibration ―

· OCDB contains:

· ChamberVdrift
· LocalVdrift

· ChamberT0 
· LocalT0
· ChamberGainFactor

· LocalGainFactors

· Globals

· ChamberStatus (Used in Digitizer only)

· PadStatus (Used in Digitizer only)

· PRFWidth
· Will be removed from OCDB

· PIDLQ (Used in Reconstruction)

· MonitoringData (Reference data)
· De-calibration tests: 

· Done on:
· Chamber/Local VDrift: effects observed on position of clusters – OK (R. Bailhache)
· Chamber/Local T0: effects observed on position of clusters – OK (R. Bailhache)
· Chamber/Local GainFactors: Tests OK
· Globals: parameters taken into account (OK)
· Chamber/Pad Status: Effects of channel masking observed (OK)
· PRFWidth: No effect observed (failed)
· Not implemented in reconstruction, unclear if needed at all!

· Requirements: 

· Experts should give a final word on usage of reference data 
· SHUTTLE preprocessor
· Under test in the SHUTTLE full test setup 
· DCS
· analyses and stores monitored parameters
· DCS FXS (retreival of PreTrigger information) missing
· DAQ
· Stores FXS file content as reference data
· If no HLT calibration present: analyze data for Vdrift 
and stores in OCDB
· HLT
· Stores histograms (Vdrift, gain, PRF) from FXS file as reference data
· Analyzes histograms and stores calibration objects in OCDB
____________________________

T0
 ― Alignment ―
· Alignable volumes: OK
· Alignment objects: OK
· Alignment-awareness: OK for simulation and reconstruction
― Calibration ―

· OCDB contains:

· Gain_TimeDelay_Slewing_Walk (Obsolete, should be removed from OCDB)
· Slewing_Walk (time vs. amplitude and time walk correlations)
· TimeDelay (arrays of time delays)
· LookUp_Table
· Implemented in raw reader only, not in raw writer
· De-calibration tests: 

·  Not done. 
· Requirements:

· Calibration strategy is still (partly) undefined. 
· SHUTTLE preprocessor: 

· Under test in the SHUTTLE full test setup (fail)
· It does not comply with the new return code of the SHUTTLE
· Still at prototype stage: will undergo substantial improvement

· Comment on calibration strategy
· OCDB parameters and implementation in the offline code will undergo some development. In particular:

· The array "TimeDelayDA" will be removed from the OCDB and from the code;

· The two set of graphs "AmpLED" and "AmpLEDRec", which are one the inverse of the other, will be merged in one. The offline code will extract the x and y vectors from it and use them accordingly.

· Reading of the lookup table must be implemented in the code that writes the raw data (currently it's used only in the raw reader.
· Online calibration, DA and T0 Preprocessor. There will be basically two kind of calibration tasks:
· Laser runs (standalone). They will produce: 
· histograms of time delays used to monitor the stability of the time chain. These parameters are not used in reconstruction, thus they should be stored as reference data; 

· Graphs for time walk correction (to be used offline, thus to be stored into the OCDB)

· Physics runs. They will produce the time delay arrays used in reconstruction. Thus these parameters will be stored in the OCDB.

· The two different calibration tasks require two detector algorithms to be implemented. The Shuttle T0 preprocessor must also be upgraded in order to account for the retrieval and analysis of the files from the FXS.
· Requirement tables: they should be updated.
____________________________

VZERO
― Alignment ―
· Alignable volumes: OK
· Alignment objects: OK
· Alignment-awareness: OK in simulation, not needed in reconstruction.
― Calibration ―

· OCDB contains:

· VZERO/Calib/Data: arrays of channel gain equalization factors 

· De-calibration tests: 

· Calibration parameters are applied in simulation only, not in reconstruction. Calibration tests could not be performed!
· Requirements (besides the parameters already in OCDB):
· Pedestals (Mean and Sigma): missing
· Time gains and offsets: missing
· SHUTTLE preprocessor: MISSING
____________________________

ZDC
― Alignment ―
· Alignable volumes: OK
· Alignment objects: OK
· Alignment-awareness: OK for simulation, not needed in reconstruction (proton and neutron calorimeters are bound to the beam pipe; their movements are constrained within a region one order of magnitude smaller than the sensitivity of the calorimeters).

― Calibration ―

· OCDB contains:

· ZDC/Calib/Pedestals: arrays of pedestals and widths (Pedestal runs)
· ZDC/Calib/Calib: energy equalization coefficients (EMD calibration runs)
· ZDC/Calib/RecParam: reconstruction parameters taken in physics runs
· De-calibration tests: 

· In-time pedestals and widths: done with success (ok)
· Pedestal subtraction with out–of–time channels and correlations: not implemented
· Energy equalization coefficients: not tested
· Requirements (besides the parameters already in OCDB):

· HV: reference parameters
· SHUTTLE preprocessor: 

· Under test in the SHUTTLE full test setup (ok)
· Performs analysis of DCS DPs and, pedestals and energy calibration coefficients (from DAQ)
· Work ongoing

· Detector algorithms
· ZDCPEDESTALda.cxx --- DA for pedestal subtraction parameters
Run type: PEDESTAL standalone runs
Data processing: fills and fit 96 1-dim histos (gaussian fit) and 48 2-dim histos (pol1 fit)
Input: no
Output: ascii files containing 144 pair of floats -> ZDCPedestal.dat
Status: tested and committed (example of output file in $ALICE_ROOT/ZDC/ShuttleInput)
· ZDCEMDda.cxx --- DA for energy calibration and sector equalization parameters
Run type: EMD_STANDALONE runs
Data processing: fills and fits -> 4 spectra (gaussian fits) for  energy calibration -> 8 spectra (gaussian fit) for relative calibration of different neutron ZDC sectors
No. of events: a minimum number of events is needed, to quantify the number of events we need some results from ongoing simulations
Input: ZDCPedestal.dat file (you must have parameters for pedestal subtraction!)
Output: ascii file containing 26 floats
Status: the part relative to energy calibration has been tested and committed, the work on the relative calibration is in progress (example of a complete output file can be found again in $ALICE_ROOT/ZDC/ShuttleInput)
· ZDCPHYSda.cxx --- DA for reconstruction parameters evaluation
Run type: PHYSICS
Data processing: filling and analyzing 1 2-dim histo + 1-dim histo
No. of events: a minimum number of events is needed, to quantify the number of events we need some results from ongoing simulations
Input: ZDCPedestal.dat file (you must have parameters for pedestal subtraction!) + ZDCEMDCalib.dat
Output: ascii file with 10 floats
Status: in progress!

